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Abstract

We develop a theory of statistical mechanics for dissipative systems governed by
equations of evolution that assigns probabilities to individual trajectories of the system.
The theory is made mathematically rigorous and leads to precise predictions regarding
the behavior of dissipative systems at finite temperature. Such predictions include
the effect of temperature on yield phenomena and rheological time exponents. The
particular case of an ensemble of dislocations moving in a slip plane through a random
array of obstacles is studied numerically in detail. The numerical results bear out
the analytical predictions regarding the mean response of the system, which exhibits
Andrade creep.

1 Introduction

The fundamental question addressed in this work is: How does a dissipative system behave
when it is placed in contact with a heat bath? For Hamiltonian systems this question can be
addressed within the framework of the classical canonical ensemble of statistical mechanics,
and the resulting probability of observing a state of the system is given by the Gibbs distri-
bution. Alternatively, the Gibbs distribution follows from Bogoliubov’s variational principle
(cf, e.g., [8]), which can also be taken as a basis for formulating approximate mean-field
theories. The work presented in this paper endeavors to develop a similar framework for dis-
sipative systems governed by equations of evolution. Remarkably, this development requires
an extension of classical statistical mechanics. More precisely, whereas classical statistical
mechanics assigns probabilities to states of the system, the statistical mechanics of dissipative
systems developed here assigns probabilities to state increments or rates and, by extension,
to entire trajectories of the system. The probability distributions that result from the present
theory may be regarded as generalizations of the Gibbs distribution of classical mechanics
to trajectories. In particular, the computation of the probability of a particular state at a
given instant of time requires the evaluation of a path integral over the trajectories of the
system.

1



—
PR

EP
R
IN

T
—

T. Sullivan, M. Koslowski, F. Theil and M. Ortiz 2

For definiteness, we confine our attention to systems whose state is described by an N -
dimensional array x ∈ RN of generalized coordinates. The energetics of the system are
described by an energy function E(t, x). The explicit time dependence of E may arise, for
example, as a result of the application to the system of a time-dependent external field. In
addition, the system is assumed to be dissipative, and, therefore, the equilibrium equations
are of the form:

0 ∈ ∂xE(t, x) + ∂Ψ(ẋ) (1.1)

where Ψ is a dissipation potential. These equilibrium equations define a set of ordinary
differential equations which, given appropriate conditions at, say, t = 0, can be solved
uniquely for the trajectory x(t), t ≥ 0. If Ψ(z) = 1

2
|z|2, then one obtains the classical gradient

flow in the potential E. If Ψ is homogeneous of degree one, then the system becomes rate-
independent: i.e., if x(t) solves (1.1) for E and ϕ is a strictly monotone reparametrization of
time, then x̃(t) = x(ϕ(t)) solves (1.1) for Ẽ(t, ·) = E(ϕ(t), ·). To include the effect of thermal
noise we leave the purely deterministic framework and consider stochastic systems in which
the the trajectories are no longer unique but random and define a probability measure on
path space. More precisely, the time continuum {t ≥ 0} is replaced by by a discrete set
of times 0 = t0 < t1 < . . . and we consider the Markov chain with transition probability
densities proportional to

exp
(

−
(

E(tn+1, xn+1) + |tn+1 − tn|Ψ
(

xn+1−xn

tn+1−tn

))

/εn

)

.

The parameters εn measure the strength of the thermal fluctuations. The second step is to
determine the limiting process which is obtained when the fineness of the time discretization
h := supn(tn+1 − tn) tends to 0 and εn is scaled accordingly. In the classical case of linear
kinetics, in which Ψ(z) = 1

2
|z|2, the limiting path measure is generated by well-known

stochastic differential equations. This paper will mostly focus on the rate-independent case,
in which Ψ is 1-homogeneous. In this case, the limiting measure is generated by ordinary
differential equations, i.e. the evolution is deterministic. However, the differential equation
depends in a nontrivial way on E and Ψ: the evolution takes the form

ẋ = −DF 0(DE(t, x)),

where F 0 is determined by Ψ and plays the rôle of a free energy. This object appears to be
a novel controbution to the literature, and will be introduced and analyzed in section 3.

As a representative example of application, the theory is applied to the case of Andrade
creep in metals; the theory shows that Andrade creep represents the mean-field behavior of
an ensemble of linear elastic dislocations moving on a slip plane through a random array of
obstacles under the action of an applied resolved shear stress at finite temperature. In order
to establish this connection, the energetics and dynamics of the dislocation ensemble are
described by means of the Koslowski–Cuitiño–Ortiz phase-field model [19]. The resulting
governing equations are simplified by means of a mean-field approximation. The analysis
then shows that the slip strain grows as a 1/3 power of time, i.e. the system exhibits Andrade
creep.
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1.1 Outline of the paper

In section 2, the discrete time Markov chain is obtained via a minimization principle where ε
appears as a parameter of an interior-point regularization. A simple calculation shows that
in the case of linear kinetics, in which the friction potential Ψ is a 2-homogeneous function
of the velocity, the continuous-time limit is given by an Itō stochastic differential equation.

In section 3, the limiting continuous-time process is identified in the case where the
potential energy E is quadratic and Ψ is 1-homogeneous. The linear scaling of Ψ with the
velocity is an essential feature of rate-independent behavior. However, the coupling to the
heat bath destroys the rate-independence in a controlled way. The key result is that the
limiting dynamics is a generalized gradient flow generated by a free energy which is given
by the logarithm of a nontrivial partition function. Furthmore, this partition function is an
intrinsic object that is determined by the geometry of the elastic region associated to Ψ. In
several cases that are important for applications a representation of the partition function
in closed form can be found. Mathematical rigor is claimed in this section.

In section 4, this framework is applied to dislocation dynamics. An infinite-dimensional
model, which was introduced in [19], is reduced to a finite-dimensional system involving
only the elastic displacement on the pinning sites using a formula from section 3. A further
reduction step results in a scalar ordinary differential equation which can be shown to create
the t1/3 law of Andrade creep if linear strain hardening is assumed.

The complete proofs of the theorems in section 3 are given in the appendix (section 6),
along with some remarks about the convergence of random variables.

2 Heuristic derivation and examples

We proceed to introduce the basic scheme that accords probabilities to the trajectories of a
dissipative system and to illustrate the scheme by means of an elementary example. The first
step in the derivation is to discretize the equations of evolution in time and to reinterpret
the time-discretized equations as defining the optimal transport of probability measures.
An interior-point regularization of the transport problem then effectively places the system
in contact with a thermal bath. Conveniently, the regularized incremental problem can
be solved explicitly in closed form for the transition probability disbribution. Iterating the
solution via the Chapman–Kolmogorov equation for Markovian processes and formally taking
the limit of vanishingly small time steps finally yields the sought trajectory probabilities.

2.1 Heuristic derivation

If the system is conservative, i.e. Ψ(ẋ) ≡ 0, then the instantaneous state x(t) of the system
at time t follows directly from energy minimization, i.e., from the problem:

E(t, x(t)) = inf
y∈RN

E(t, y). (2.1)
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This variational framework can be extended to dissipative systems by time discretization
[24, 25, 27]. Specifically, consider a discrete time incremental process consisting of a sequence
of states xn ∈ RN at times tn = nh, h > 0 fixed, and introduce the incremental work function
W :

W (xn, xn+1) = E(tn+1, xn+1) − E(tn, xn) + inf
paths

∫ tn+1

tn

Ψ
(

ẋ(t)
)

dt (2.2)

where the infimum is taken over all almost-everywhere-differentiable paths x : [tn, tn+1] → RN

such that x(tn) = xn and x(tn+1) = xn+1; however, this work function will in much of the
sequel be approximated by

C(xn, xn+1) := E(tn+1, xn+1) − E(tn, xn) + |tn+1 − tn|Ψ
(

xn+1 − xn

tn+1 − tn

)

. (2.3)

The fundamental property of the incremental work function W is that it acts as a potential
for the net forces fn+1 at time tn+1, i.e.,

fn+1 = ∂xn+1
W (xn, xn+1). (2.4)

From this property it follows that the equilibrium equation fn+1 = 0 is the Euler–Lagrange
equation corresponding to the minimum principle:

inf
xn+1

W (xn, xn+1). (2.5)

It should be carefully noted that W (xn, xn+1) is determined by both the energetics and the
kinetics of the system and depends on both the initial and the final configuration of the
system over the time step.

The incremental problem above can be re-interpreted as an optimal transport problem in
which the incremental work function W as defined by (2.2) is regarded as a cost function,
i.e., as the cost of rearranging the system from one configuration, xn, to another one, xn+1.
Consider the probability density functions ρn : RN → R describing the state of the system
at each time step tn = nh. The corresponding optimal transport problem for the (n + 1)th

time step is:

inf Fh[u], (2.6a)

subject to:

∫

RN

u(xn, xn+1) dxn+1 = ρn(xn), (2.6b)
∫∫

RN

u(xn, xn+1) dxndxn+1 = 1, (2.6c)

where u(xn, xn+1) = ρn+1(xn+1|xn)ρn(xn) is the joint probability density of two states xn

and xn+1 at successive time steps and

Fh[u] :=

∫∫

RN

W (xn, xn+1)u(xn, xn+1) dxndxn+1. (2.7)
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Figure 2.1: A schematic example of a single step in the optimal transport scheme: (a) a
prior probability density ρi; (b) the joint probability density ui+1 minimizing the expected-
cost-with-interior-point-regularization functional and having ρi as its first marginal; (c) the
posterior probability density ρi+1, equal to the second marginal of ui+1.

In addition, it follows that

ρn+1(xn+1) =

∫

RN

u(xn, xn+1) dxn. (2.8)

Note that the problem (2.6) differs from Kantorovich’s formulation of the optimal transport
problem [18] in the following respect: in the Kantorovich problem on a state space X, the
objective is to minimize the expected cost with respect to probability measures on X2 with
specified first and second marginals on each copy of X; in the problem (2.6), only the first
marginal is specified. The problem is thus more akin to a generalized gradient flow. See [1]
for an introduction to optimal transport theory and the theory of gradient flows in spaces
that do not have a linear structure.

Problem (2.6) is a linear programming problem. Introducing Lagrange multipliers λ : RN →
R and µ ∈ R, define the Lagrangian

Lh[u] := Fh[u] +

∫∫

RN

u(xn, xn+1)λ(xn) dxndxn+1 + µ

∫

RN

u(xn, xn+1) dxndxn+1. (2.9)

In order to model the effect of a heat bath of “temperature” ε > 0, additionally introduce
the interior-point regularization:

Lε
h[u] := Lh[u] + ε

∫

RN

u(xn, xn+1) log u(xn, xn+1) dxndxn+1. (2.10)

The second term on the right-hand side is the negative of the well-known Gibbs–Boltzmann
entropy functional for the probability density u, and has the effect of heavily penalizing
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deterministic, coherent evolutions. The stationary point of the extended Lagrangian (2.10)
is

u(xn, xn+1) = exp

(

−W (xn, xn+1) + λ(xn) + µ + ε

ε

)

. (2.11)

Using the constraints (2.6b) and (2.6c) this becomes

u(xn, xn+1) =
ρn(xn)

Z(xn)
exp

(

−W (xn, xn+1)

ε

)

, (2.12)

where the partition function Z is given by

Z(xn) :=

∫

RN

exp

(

−W (xn, xn+1)

ε

)

dxn+1. (2.13)

Finally, (2.8) yields the explicit representation

ρn+1(xn+1) =

∫

RN

ρn(xn)

Z(xn)
exp

(

−W (xn, xn+1)

ε

)

dxn. (2.14)

Note that, in order for (2.14) to make sense, the work function W (xn, xn+1) must grow rapidly
enough as |xn+1| → +∞ to ensure that Z(xn) is finite for each xn ∈ RN . Physically, setting
physical temperature Θ = ε/kB in terms of Bolzmann’s constant kB, ε can be interpreted
as the temperature of heat bath with which the system is coupled. Note the similarity
to the unconstrained minimization principle for u given in [17]. The above derivation is
valid subject to mild assumptions on E and Ψ: for example, being continuous and bounded
below, and with e−W (xn,·) integrable for every xn. It is an easy application of Fubini’s
theorem and Lebesgue’s dominated convergence theorem to extend the result to more general
prior probability distributions (which might not have a densities with respect to Lebesgue
measure).

Recall that u(xn, xn+1) is the joint probability density for two states xn and xn+1 at
successive time steps tn and tn+1 respectively. Iterating (2.14) via the Chapman–Kolmogorov
equation yields

ρn(xn) =

∫

· · ·
∫

RN

(

n−1
∏

i=0

e−W (xi,xi+1)/ε

Z(xi)

)

ρ0(x0) dxn−1 . . .dx0 (2.15)

In the limit of h → 0 and n → ∞ at fixed t = nh, (2.15) defines a path integral of the form

u(x0, xt) =

∫

· · ·
∫

exp
(

− I[x]/ε
)

Dx (2.16)

for some action functional I (see, for example, [30]). This path integral gives the joint
probability u(x0, xt) of finding the system in state xt at time t ≥ 0 and that the system
started in state x0 at time t = 0. The integrand of (2.16) may be interpreted as relating

6



—
PR

EP
R
IN

T
—

T. Sullivan, M. Koslowski, F. Theil and M. Ortiz 7

to the probability of individual trajectories x(t). More precisely, given two trajectories x(t)
and y(t), their relative probabilities are:

p(x)

p(y)
=

exp
(

− I[x]/ε
)

exp
(

− I[y]/ε
)

The limit ε ↓ 0 characterizes the trajectories of the system as the interior-point regularization
(2.10) is removed. In the limit, the measure under the integral in (2.16) is expected to be
concentrated on the minimal paths, i.e., on the solutions of the minimum principle

inf
x
I[x]

This in turn supplies a minimum-principle characterization of the trajectories of problem
(1.1).

2.2 An elementary example

The nature of the framework just outlined may be illustrated by means of a first elementary
example. For simplicity, N is taken to be 1 (although the same analysis applies for general
N ∈ N) and the system consists of an energetic potential and dissipative potential of the
form

E(t, x) = −ℓ(t)x; (2.17a)

Ψ(ẋ) =
η

2
ẋ2; (2.17b)

where x ∈ R, η > 0 is the dashpot viscosity, and ℓ is a time-dependent applied load. Note
that the dissipative potential Ψ is positively homogeneous of degree two. In this case, the
equilibrium equation (1.1) is

0 = −ℓ(t) + ηẋ(t) (2.18)

and the approximate incremental work function is given by

C(tn, xn, tn+1, xn+1) = −ℓ(tn+1)xn+1 + ℓ(tn)xn +
η

2h
(xn+1 − xn)2.

In this case, the density for the conditional transition probability is

ρh,ε
n+1(xn+1|xn) =

exp

(

− η
2hε

(

xn+1 − xn − h
η
ℓ(tn+1)

)2
)

∫

R

exp

(

− η
2hε

(

xn+1 − xn − h
η
ℓ(tn+1)

)2
)

dxn+1

, (2.19)

which is the probability density function for a normally distributed random variable with
mean xn + h

η
ℓ(tn+1) and variance hε

η
. Note (in contrast to what will follow in the 1-

homogeneous case) that both the mean and variance are of the same order in h. On the

7
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basis of this information about the single-step increment, it is not difficult to show that in
the limit as h ↓ 0, the piecewise affine interpolation X̄h,ε of Xh,ε (see (3.3)) converges in law
to the solution Y of the Itō stochastic differential equation

dYt =
ℓ(t)

η
dt +

√

ε

η
dBt

with appropriate initial conditions, where B denotes a 1-dimensional Wiener process (Brow-
nian motion). In particular, in the case ℓ(t) ≡ 0, Y is a Brownian motion. As intuition
suggests, the variance of this trajectory decreases to zero as ε (“temperature”) tends to zero
and/or η (viscosity) tends to +∞. Note that, given information only on the initial position
Y0, the expected path satisfies

E
[

Yt

∣

∣Y0 = y0

]

= y0 +
1

η

∫ t

0

ℓ(s) ds. (2.20)

In other words, the expected path satisfies the equilibrium equation (2.18). Furthermore, by
the Itō isometry, the variance about this mean path is given by

Var
[

Yt

∣

∣Y0 = y0

]

=
εt

η
.

This example can also be considered from the point of view of a path integral. Substi-
tuting the transition density (2.19) into the Chapman–Kolmogorov equation (2.15) yields

ρh,ε
n (xn)

=

∫

· · ·
∫

R









n−1
∏

j=0

exp

(

− η
2hε

(

xj+1 − xj − h
η
ℓ(tj+1)

)2
)

√

2πhε/η









ρh,ε
0 (x0) dx0 . . .dxn−1

=

(

2πhε

η

)−n/2 ∫

· · ·
∫

R

exp

(

−1

ε

n−1
∑

j=0

η

2h

(

xj+1 − xj −
h

η
ℓ(tj+1)

)2
)

ρh,ε
0 (x0) dx0 . . .dxn−1.

Formally, for t > 0 and n = ⌊t/h⌋, the sum in exponential above converges as h ↓ 0 to the
integral

I[x] :=
1

2η

∫ t

0

∣

∣ηẋ(t′) − ℓ(t′)
∣

∣

2
dt′.

Thus, it is observed that the work functional I integrates in time the square of the equilibrium
equation (2.18), reduced to units of power by means of the factor 1/η. The functional I has
as its Euler-Lagrange equation the second-order ordinary differential equation

ηẍ(t) − ℓ̇(t) = 0, (2.21)

which is the equilibrium equation (2.18) differentiated once with respect to time, t.

8
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At this point, it is appropriate to note that E[Yt] (as given by (2.20)) also satisfies (2.21),
i.e., it is a critical path. Evidently, this is the path that minimizes the work functional I.
Indeed, in the limit of infinite viscosity or zero temperature, the only path which contributes
to the path integral is the critical path, which in that limit coincides with the deterministic
trajectory, i.e., with the solution of (2.18). For finite viscosity and finite temperature, how-
ever, all paths contribute to the path integral to varying degrees, the contributions becoming
increasingly weaker as the trajectories depart from the critical path.

On the other hand, it is not in general true that a solution of the second-order equation
(2.21) is also a solution of the first-order equation (2.18), unless compatible position and
velocity data are supplied.

3 Identification of the limiting path measure

In this section, we concentrate on the rate-independent case where Ψ is 1-homogeneous and
analyze the limiting behavior of the path-measure as the step-size h tends to 0. First, some
remarks on the notation:

• As is usual in the probabilistic literature, random variables/stochastic processes defined
on a probability space (Ω,F , P) will be denoted using upper-case letters X, Y, Z, ...
while specific possible values of such functions will be denoted using lower-case letters
x, y, z, .... Lower-case letters will also be used to denote deterministic quantities.

• ∆ will denote the backward difference operator:

∆Xn := Xn − Xn−1 for n ∈ N, (3.1)

with the telescopic reconstruction formula

Xn = X0 +

n
∑

i=1

∆Xi for n ∈ N. (3.2)

• For a discrete-time stochastic process (or deterministic sequence) Xh : N0 × Ω → RN ,
h > 0, X̄h : [0, +∞) × Ω → RN will denote the continuous-time piecewise affine inter-
polation of Xh:

X̄h
t := Xh

⌊t/h⌋ +
t − h⌊t/h⌋

h

(

Xh
⌊t/h⌋+1 − Xh

⌊t/h⌋

)

for t ≥ 0. (3.3)

For some remarks on the convergence of random variables, see appendix 6.1 or [4, 5].
The heuristics of section 2 outline a procedure whereby the probability density function

ρh,ε
n of the system at time tn = nh is transported to a new probability density function ρh,ε

n+1 of
the system at time tn+1 given by a minimization problem with interior-point regularization.

9
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This procedure can be made rigorous using Fubini’s theorem and Lebesgue’s dominated
convergence theorem, yielding a well-defined discrete-time Markov chain

X = Xh,ε : N0 × Ω → RN

with transition kernels P
[

Xn+1

∣

∣Xn = xn

]

having densities ρh,ε
n+1(·|xn) : RN → R given by

ρh,ε
n+1(xn+1|xn) =

e−W (xn,xn+1)/ε

Z(xn)
≡ e−W (xn,xn+1)/ε

∫

RN e−W (xn,y)/ε dy
.

By analogy with the Kantorovich optimal transport problem, such a Markov chain may be
termed an optimal transport chain, but will simply be referred to as “the Markov chain” in
the sequel.

This set-up is simply one example of a broader class of discrete time models. This case
is the model for a first-order differential inclusion in contact with a heat bath, and the chain
X : N0 × Ω → RN is strictly Markovian; one could also consider, for example, the doubly
nonlinear problem of [10], or systems with inertia, in which case the next state of the chain
X would depend on the two previous states. Thus, second-order processes involving inertial
effects may also be studied using this general approach, although these lie beyond the scope
of this paper.

It may also be helpful to note that although the heuristics of section 2 suggest that ε
plays the role of a temperature parameter (up to units and constants), it is better to think
of ε simply as an abstract regularization parameter. In particular, ε may depend on the time
step h.

Associated to the Markov chain there is both a probability measure at each discrete time
step tn, and also a probability measure

(

Xh,ε
)

∗
(P) on the space of all discrete-time Markov

chains taking values in RN . Hence, there is an induced probability measure
(

X̄h,ε
)

∗
(P) on

the space of all continuous functions from [0, +∞) into RN . In this setting, the objective of
the procedure in this paper is to extract a suitable limit of the law of X̄h,ε as h ↓ 0.

In the previous example of viscous (2-homogeneous) dissipation, in which the limiting
process was an Itō diffusion, both the mean and variance of a single time step increment
were of the same order, h. In contrast to this, as shown in the following section, when Ψ is
1-homogeneous, the mean and variance are of different orders in ε and h does not appear a
priori. Thus, it proves necessary to take a diagonal limit in which ε is proportional to h, say
ε = θh. From the point of view of the analysis, θ > 0 is simply a parameter; however, it can
be interpreted as a “temperature” and its effect on the process X is to scale time.

The main point to be noted about the case of 1-homogeneous Ψ is that, although the pro-
cesses X̄h,ε each have non-singular law, the laws collapse to a Dirac measure on C0

(

[0, T ]; RN
)

in the limit as h ↓ 0. Thus, in a nutshell, the optimal transport procedure for 1-homogeneous
dissipation determines a unique continuous-time system trajectory for each θ and each (de-
terministic) initial condition x0.

To describe this evolution, two further objects are required. The first is a notion of
stability that is already well-established in the literature — see, for example, [21, 22]. The

10
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intuitive model for this notion of stability is that a state x is stable if the net load at x is
weaker than the dissipation; such states would be fixed points of the evolution in the absence
of the heat bath, and so it is not surprising that the presence of the heat bath produces an
interesting change in the dynamics on the stable set. This paper concentrates on the case in
which the energetic potential is a quadratic form and singles out two particular sub-cases:
the flat case in which the elasticity matrix is identically zero and the stability criterion can be
expressed purely in terms of the applied load; and the parabolic case in which the elasticity
matrix is symmetric and positive-definite and the stability criterion is stated in a form closer
to that of [21, 22].

The second object is an effective free energy, a logarithmic potential on load space (i.e. the
dual variables), defined in (3.12). This potential encodes information about both the Markov
chain Xh,ε and the ordinary differential equation that X̄h,ε satisfies in the limit as ε = θh → 0.
Its convexity properties are key to the proofs of these limit theorems, in particular theorem
3.4.

This paper contains two restriction that are unnatural from an engineering standpoint:
first, the system is finite-dimensional; second, the energy is a convex quadratic form. Exten-
sion of the framework introduced in this paper will be the topic of future work, cf. [29].

3.1 Stability and the effective free energy

The assumption that the dissipation potential Ψ: RN → R is non-negative and 1-homogeneous
is equivalent to the assumption that Ψ is the convex conjugate χ⋆

E
of the convex characteristic

function χE of E , i.e.
Ψ(v) = sup{w · v | w ∈ E },

where the elastic region E ⊆ (RN)∗ is compact and convex; the non-degeneracy of Ψ is
equivalent to requiring that 0 be an interior point of E . Given Ψ (or E ) and an energetic
potential (t, x) 7→ E(t, x), the elastic region E can be “pulled back” to give a set of stable
states S(t) ⊆ RN for each time t ∈ [0, T ]:

S(t) := {x ∈ RN | −DE(t, x) ∈ E }.

For example, if E(t, x) = 1
2
x · Ax − ℓ(t) · x and A ∈ RN×N is a symmetric and non-negative

matrix, then S(t) is the convex set A−1(ℓ(t) + E ). In general, S(t) consists of those points
x ∈ RN that are stable in the sense that, in the absence of the heat bath, the dissipation
would outweigh the net force imparted by the gradient of E, and may fail to be convex.
When E(t, ·) is convex,

S(t) = {x ∈ RN | ∀y ∈ RN , E(t, x) ≤ E(t, y) + Ψ(y − x)},

i.e. those states x that are almost minimizers of E(t, ·) in the sense that more energy would be
dissipated by moving to any other state y than would be released by the potential difference
E(t, x) − E(t, y). In [21], the former version of stability is referred to as local stability and
the latter as global stability.

11
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We now introduce an effective free energy, a function on (RN)∗ that is determined entirely
by the dissipation potential Ψ (i.e. by the geometry of the elastic region E ).

Definition 3.1. Given a compact, convex set set E ⊆ (RN)∗ having 0 in its interior and
Ψ := χ⋆

E
, define the associated effective free energy F 0 : (RN)∗ → [0, +∞] by

F 0(w) := log

∫

RN

exp (− (w · z + Ψ(z))) dz. (3.4)

F 0 takes its non-trivial values on the interior E̊ of the elastic region E , reflected in the
origin (in many applications, the elastic region is symmetric, so E = −E and F 0 is non-trivial

on E̊ ). It follows quickly from the definition of Ψ as χ⋆
E

that

F 0(w) ∈
{

(0, +∞), if w ∈ −E̊ ;

{+∞}, otherwise.

Lebesgue’s dominated convergence theorem implies that F 0 is continuous and (in the form of

differentiation under the integral sign) that F 0 is infinitely differentiable on E̊ . The derivative

DF 0 : (RN)∗ → (RN )∗∗ ∼= RN is a monotone operator, i.e. for all v, w ∈ −E̊ ,

(DF 0(v) − DF 0(w)) · (v − w) ≥ 0;

this follows from a direct computation and application of Hölder’s inequality and Kachurovskĭı’s
theorem [28, proposition 7.4].

In some cases of interest, the elastic region, dissipation and effective free energy can be
written in closed form.

• In the Euclidean case, the elastic region is the round ball

E := {w ∈ (RN)∗ | |w|22 := w2
1 + . . . w2

n ≤ σ2}
for some σ > 0; the associated dissipation potential is Ψ(v) = σ|v|2. A direct calcula-
tion using spherical polar coordinates yields that, up to an additive constant,

F 0(w) = −N + 1

2
log
(

σ2 − |w|22
)

. (3.5)

• Another case of interest, used in the sequel, is that in which the elastic region is the
cuboid

E := {w ∈ (RN)∗ | |wi| ≤ σi for i = 1, . . . , N},
where σi > 0 for each i; the associated dissipation potential is the weighted ℓ1 “Man-
hattan” norm

Ψ(v) = σ1|v1| + . . . + σN |vn|.
A direct calculation using iterated integrals yields that, up to an additive constant,

F 0(w) = −
N
∑

i=1

log
(

σ2
i − |wi|2

)

. (3.6)

12
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In the sequel, we will need not just that the effective free energy F 0 be convex (which is
always the case), but that the vector field on S(t) given by

x 7→ −DF 0(DE(t, x))

be a monotonically decreasing vector field for every t ∈ [0, T ]. For example, this is the case
if E(t, x) = 1

2
x · Ax − ℓ(t) · x and A ∈ RN×N is symmetric and non-negative.

3.2 Flat energetic landscape

As an introductory case in which the analysis is significantly simpler, consider the so-called
flat case of an energetic potential with zero Hessian. In this case, the energetic potential
E : [0, +∞) × RN → R is given by

E(t, x) = −ℓ(t) · x; (3.7)

for a Lipschitz-continuous external loading ℓ : [0, +∞) → (RN)∗. The dissipative potential
Ψ: RN → R is assumed to be positive-definite and positively homogeneous of degree one.
Define the Markov chain X associated to the approximate cost function C as above.

The analysis in this case is simplfied greatly by the fact that the approximate free energy
(3.12) that will be needed in the non-degenerate case equals F 0 for every ε > 0. Furthermore,
as a function of t and x, the effective free energy F 0(DE(t, x)) is independent of x:

F 0(DE(t, x)) = log

∫

RN

exp
(

− (Ψ(z) − ℓ(t) · z)
)

dz.

As noted in the previous subsection, this makes sense only if ℓ satisfies a suitable stability
criterion with respect to Ψ, i.e. that ℓ does not get arbitrarily close to the yield surface ∂E .

To save space, denote by f 0 : [0, T ] → RN the vector field given by the negative of the
derivative of F 0 evaluated at DE(t, x), i.e.

f 0(t) := −DF 0(DE(t, x)) =

∫

RN z exp
(

− (Ψ(z) − ℓ(t) · z)
)

dz
∫

RN exp
(

− (Ψ(z) − ℓ(t) · z)
)

dz
.

Based on lemma 6.2, the heuristic argument for this case is that the discrete-time Markov
chain Xh,ε has independent increments with mean εf 0(ti+1) and variance at most Cε2, where
the constant depends on ℓ, Ψ, N , & c. Thus, a näıve application of the central limit theorem
yields that “X̄t − X̄0” is approximately normally distributed with mean

∑⌊t/h⌋
i=0 εf 0(ti+1) and

variance at most C⌊t/h⌋ε2; in the limit as ε = θh ↓ 0, this gives the deterministic limit

“X̄t − X̄0” = θ

∫ t

0

f 0(s) ds,

i.e. “ ˙̄Xt” = θf 0(ℓ(t)). This heuristic argument is made rigorous by the following theorem:

13
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Theorem 3.2 (Flat case). Let Ψ be continuous, 1-homogeneous and coercive, i.e. there exists
c > 0 such that Ψ(z) ≥ c|z|2 for all z ∈ RN . Suppose that ℓ : [0, T ] → (RN)∗ is uniformly
Lipschitz and satisfies the uniform stability criterion

inf
t∈[0,T ]

inf
z∈RN\{0}

(

Ψ(z) − ℓ(t) · z
)

> 0,

i.e. that inft∈[0,T ] dist(ℓ(t), ∂E ) > 0. Then, as h ↓ 0, the process X̄h,θh converges in probability,
uniformly on the compact interval [0, T ], to the differentiable, deterministic process y = yθ

satisfying
ẏt = θf 0(t) (= −θDF 0(DE(t, yt))), (3.8)

with the same initial condition Xh,θh
0 = yθ

0 = x0. More precisely, for any T > 0, λ > 0,

P

[

sup
0≤t≤T

∣

∣X̄h,θh
t − yθ

t

∣

∣

2
≥ λ

]

∈ O(h) as h ↓ 0. (3.9)

A fortiori, the limiting probability measure on path space C0
(

[0, T ]; RN
)

is a Dirac measure
supported on yθ.

Since the Markov chain Xh,ε was defined using a minimization principle, it is natural
to ask whether yθ = P-limh↓0 X̄h,θh also satisfies a minimization principle. The answer is
affirmative: via the Brézis–Ekeland variational principle [6, 7], theorem 3.2 has the following
immediate corollary:

Corollary 3.3 (Variational principle). The process X̄h,θh converges in probability, uniformly
on compact intervals of time [0, T ], to the unique minimizer of the action functional S : {u ∈
AC
(

[0, T ]; RN
)

| u(0) = x0} → [0, +∞] given by

S[u] :=

∫ T

0

1

2

∣

∣v − θf 0(t)
∣

∣

2

2
dt; (3.10)

Note that the action S in (3.10) is inequivalent to the path integral exponent I in (2.16),
which in this case is the integral

I[u] =

∫ t

0

(

Ψ(u̇(s)) − ℓ(s) · u̇(s)
)

ds.

Since, by assumption, z 7→ Ψ(z) − ℓ(t) · z is positive-definite, I[u] ≥ 0 and

I[u] = 0 ⇐⇒ u̇(t) · ℓ(t) = Ψ(u̇(t)) for almost all t.

This condition is not generally satisfied by minimizers of the action (3.10); e.g., in dimension
N = 1 with Ψ(z) = σ|z|2 and θ = 1, the minimizer of the action (3.10) satisfies u̇(t) = f 0(t)
but

f 0(t) · ℓ(t) =
2|ℓ(t)|2

σ2 − |ℓ(t)|2 6= 2σ|ℓ(t)|
σ2 − |ℓ(t)|2 = Ψ(f 0(t)).

14
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Note also that the deterministic limiting system yθ = P-limh↓0 X̄h,θh responds almost
linearly to the applied load ℓ when ℓ is small. However, it exhibits a strongly non-linear
yielding response to applied loads close in magnitude to the critical load for Ψ (when Ψ(ẋ) =
σ|ẋ|2, this is the quantity σ > 0). The effect of the “temperature-like” parameter θ is to
soften the system response in proportion to θ as θ increases. See figure 3.1 for an illustration
of the response of y to a cyclic applied load ℓ in the one-dimensional case.

-1 -0.75 -0.5 -0.25 0.25 0.5 0.75 1

2

4

6

8

10

ℓ(t)/σ

yθ
t /θ

Figure 3.1: The nonlinear yielding response of the effective dynamics yθ (given by (3.8))
to an applied cyclic load ℓ(t) = ℓ0 sin t for ℓ0 = 0.1σ (short dashes), 0.5σ (medium-length
dashes) and 0.9σ (long dashes).

An application of this analysis to Andrade creep under linear strain hardening will be
given in greater depth in section 4.

3.3 Parabolic energetic landscape

In this section, the energetic potential E is a strictly convex parabola given by

E(t, x) = 1
2
x · Ax − ℓ(t) · x; (3.11)

for a uniformly Lipschitz external loading ℓ : [0, +∞) → (RN)∗ and a symmetric, positive-
definite matrix A ∈ RN×N . The dissipative potential Ψ: RN → R is again assumed to be
positive-definite and positively homogeneous of degree one.

An heuristic model for this case is that the limiting process P-limh↓0 X̄h,θh
t represents the

position at time t of a light (inertialess) slider restrained by an elastic spring with spring
constant/elasticity matrix A and subject to the time-dependent loading ℓ as well as the
action of the heat bath (which might be thought of as “shaking the table” on which the
slider moves).

Once again, the result is convergence in probability to a deterministic path on compact
intervals of time [0, T ]. However, the characterization of the domain of the limiting evolution

15



—
PR

EP
R
IN

T
—

T. Sullivan, M. Koslowski, F. Theil and M. Ortiz 16

requires a more sensitive analysis since the effect of the elasticity matrix A is to partition
the state space RN into two regions: the bounded, convex stable set S and its unbounded
complement. The means, variances & c. of the increments of the Markov chain blow up on
the boundary of the stable set; therefore, much of the mathematical work lies in keeping the
process away from this boundary.

The fundamental object in the study of the limiting dynamics is again the scalar potential
F 0 : (RN)∗ → R given by (3.4). In this case, however, F 0 itself does not directly control the
behaviour of the increments of the Markov chain; instead, F 0 arises as the limit F 0 =
limε→0 F ε, where the approximate free energy F ε : (RN)∗ → R is defined by

F ε(w) := log

∫

RN

exp
(

−
(

w · z + Ψ(z) + ε
2
z · Az

))

dz. (3.12)

The potentials F ε and F 0 and their derivaives characterize the time-discrete and the limiting
time-continuous evolution respectively. F ε is a “nicer” object than F 0 since the “+ ε

2
z ·Az”

in the exponent enlarges its essential domain beyond −E̊ ; in the case in which A is positive-
definite, F ε takes finite values on all of RN . Like F 0, F ε is a convex function, and so its
derivative is a monotonically increasing operator, i.e. for all v, w ∈ (RN)∗,

(DF ε(v) − DF ε(w)) · (v − w) ≥ 0.

As before, to save space, denote by f 0 : [0, T ] × RN → RN the time-dependent vector
field given by evaluating the negative of the derivative of the free energy F 0 at the potential
gradient DE(t, x):

f ε(t, x) := −DF ε(DE(t, x)). (3.13)

One key property of f ε is that when DE(t, x) = Ax − ℓ(t) with A ∈ RN×N symmetric and
positive-definite (as in the case (3.11)), f ε(t, ·) is a monotonically decreasing vector field,
i.e. for all x, y in the essential domain of F ε,

(

f ε(t, x) − f ε(t, y)
)

· (x − y) ≤ 0.

The most important property of the energy F ε is that, by lemma 6.2,

E
[

Xh,ε
i+1

∣

∣Xh,ε
i = xi ∈ S(ti+1)

]

= xi + εf ε(ti+1, xi),

and, moreover, the kth conditional central moment of Xh,ε
i+1 is in O(εk). In view of these

properties and by analogy with theorem 3.2, the natural conjecture is that, as ε = θh tends
to zero, X̄h,θh should converge to a deterministic process satisfying the deterministic gradient
flow in F 0; this is the content of theorem 3.4.

Theorem 3.4 (Parabolic case). Let Ψ be continuous, 1-homogeneous and coercive. For each
θ ≥ 0, T > 0, as h ↓ 0, X̄h,θh converges in probability in C0

(

[0, T ]; RN
)

to the differentiable,
deterministic process y = yθ satisfying

ẏt = θf 0(t, yt) (= −θDF 0(DE(t, yt))), (3.14)
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with the same initial datum Xh,θh
0 = yθ

0 = x0 in the interior of S(0). More precisely, for any
T > 0, λ > 0,

P

[

sup
0≤t≤T

∣

∣X̄h,θh
t − yθ

t

∣

∣

2
≥ λ

]

∈ O
(
√

h
)

as h ↓ 0. (3.15)

A fortiori, the limiting measure on path space C0
(

[0, T ]; RN
)

is a Dirac measure supported
on yθ.

Note that, for A = 0, one obtains theorem 3.2. As before, the corresponding variational
characterization of the deterministic limiting trajectory is an easy corollary:

Corollary 3.5 (Variational principle). The process X̄h,θh converges in probability, uniformly
on compact intervals of time [0, T ], to the unique minimizer of the action functional S : {u ∈
AC
(

[0, T ]; RN
)

| u(0) = x0} → [0, +∞] given by

S[u] :=

∫ T

0

L
(

t, u(t), u̇(t)
)

dt; (3.16)

3.4 Degenerate dissipation potentials

To conclude this section, we note that in many applications, the dissipation potential Ψ may
not be coercive, in which case F 0 may be infinite everywhere. However, formula (3.4) offers
a very simple method of dimension reduction if Ψ is a weighted ℓ1-norm and the matrix A
is such that F ε is finite somewhere.

Indeed, assume for the sake of simplicity that x = (ξ, η) ∈ RN = Rn × Rm and

Ψ(x) :=

n
∑

i=1

σi|xi|

with σi > 0 for all i ∈ {1, . . . , n}. Let E be quadratic as before. Writing the affine operator
A ≡ DE in block form as

Ax =

(

A B
B⊤ C

)(

ξ
η

)

−
(

a
b

)

(3.17)

yields that if the free energy F ε is finite, then η = C−1(b − B⊤ξ). This corresponds to
instantaneous relaxation to the minimum of E along the coordinate directions that do not
experience friction. Now let

ρε(z1) :=

∫

RN−n

exp

(

−ε

2

(

z1

z2

)

·
(

A B
B⊤ C

)(

z1

z2

)

− Ψ(z1, 0) − (Aξ + Bη − a) · z1

)

dz2,

so that

∂aF
ε(Ax) =

∫

Rn z1ρ
ε(z1) dz1

∫

Rn ρε(z1) dz1

. (3.18)
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This yields the following explicit formula:

ρε(z1) =
1

εm/2
√

det(C)
exp

(

−
((

A − B⊤C−1B)ξ − (a − BC−1b)
)

· z1 − Ψ(z1, 0) + O(ε)
))

.

Unsurprisingly, the matrix Ã = A−BC−1B⊤ and the vector ã = a−BC−1b form the Schur
complement of the affine operator A in (3.17); in other words, the ξ-components experience
the reduced energy

Ered(t, x) := 1
2
ξ · Ãξ − ã(t) · ξ.

Since the term εm/2
√

det(C) does not depend on z1 it cancels in formula (3.18). This shows
that the ξ-projection of the discrete Markov chain in the situation where Ψ is a weighted ℓ1-
norm with degenerate weights converges to the solution of the reduced ordinary differential
equation that is generated by the reduced free energy (3.6)

F 0
red(w) := −

n
∑

i=1

log
(

σ2
i − (w · ei)

2
)

applied to the energy gradient w = DEred(t, ξ) = Ãξ − ã(t) as derived above.
This result may be summarized as follows:

Corollary 3.6 (Degenerate friction potential Ψ). Let n ≤ N be such that Ψ(z) =
∑n

i=1 σi|zi|
and σi > 0 for all i ∈ {1 . . . n}. If the matrix C ∈ R(N−n)×(N−n) defined in the induced
decomposition (3.17) is positive definite, then, for each θ ≥ 0, T > 0, as h ↓ 0, ξ̄h,θh

converges in probability in C0
(

[0, T ]; Rn
)

to the differentiable, deterministic process y = yθ

satisfying
ẏt = θDF 0

red

(

DEred(t, yt)
)

, (3.19)

with the same initial stable datum ξh,θh
0 = yθ

0 = ξ0.

This result is based on the fact that the zero-set of Ψ is a linear space. Note, however,
that for general 1-homogeneous functions the zero set has in general a more complicated
structure.

4 Application to crystallographic slip and creep

In this section, the preceding formalism and analysis are applied to Andrade creep, also
known as β-creep. In 1910, Andrade [2, 3] reported that as a function of time, t, the creep
deformation, y, of soft metals at constant temperature and applied stress can be described
by a power law y(t) ∼ t1/3. Similar behavior has been observed in many classes of materials,
including non-crystalline materials. Recently, it has been suggested that Andrade creep is
an example of critical behavior [12, 13, 14]. In these theories, creep is considered as an
instance of critical avalanche formation analogous to sandhill models introduced to explain
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self-organized criticality. However, creep differs from sandhill behavior in two notable re-
spects: the avalanches are nucleated by thermal activation; and the system exhibits strain
hardening. Several numerical simulations are able to predict the power law behavior of the
plastic deformation at constant temperature and applied stress in agreement with experi-
mental observation [9, 14, 23]. Those models also predict a transition to steady state creep
at later times, which results from recovery.

The analysis will proceed in four steps: the first is a presentation of an infinite-dimensional
phase-field model for dislocation dynamics on a single slip plane (thought of as the 2-torus,
T2). This model has been proposed by Koslowski, Cuitiño and Ortiz in [19] and a mathe-
matically rigorous analysis of the line-tension limit can be found in [15, 16]. Secondly, this
infinite-dimensional evolution will be reduced to a finite-dimensional one that takes account
of the values of the phase field at certain “obstacle sites”. Thirdly, a mean-field approxima-
tion will be derived to reduce this large finite-dimensional evolution to a one-dimensional
model of the energetics-and-dissipation type analyzed earlier. It will be shown that An-
drade’s t1/3 creep law follows from the reduced model when linear hardening is assumed.
Finally, numerical simulations of phase-field model for dislocation dynamics are carried out.
These simulations show excellent agreement with the reduced model.

The mean field approximation provides a convenient framework to illustrate the influence
of temperature, obstacle density and strain rate during cyclic loading in the phase field model
of dislocations.

4.1 Derivation of the mean-field model

So far, we have regarded the energetic potential as a function of time and state; we now
change conventions and regard E as a function of an externally applied load and the state.
The simplest setting is obtained if the reference configuration of the material is given by
the unit torus T2 = [0, 1]2 and the potential energy of a phase-field u, which represents the
amount of slip in units of the Burgers vector, is given by

E(s, u) :=
∑

k∈Z2\{0}

µb2

4

1

1/K + d/2
|û(k)|2 − b · s

∫

T2

u(x) dx, (4.1)

where k is the wavenumber,

K :=
1

1 − ν
|k|2 −

ν

1 − ν

k2
2

|k|2
,

û(k) :=
∫

T2 e2πix·ku(x) dx is the kth Fourier component of u, b is the Burgers vector, s is the
applied shear stress, µ is the shear modulus, ν is Poisson’s ratio and d is the interplanar
distance. The first term in the energy E is invariant under translations, i.e.

E(s, u + u′) = E(s, u) + s · b u′ (4.2)

if u′ is a constant field. The obstacles are assumed to be disk-like subsets Br(pi) ( T2 where
p1, . . . , pn ∈ T2 are the centers of the obstacles and Br(pi) is the disk with radius 0 < r ≪ 1
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and center at pi. Typically it will be assumed that the positions pi are random and that the
phase field u is constant within each obstacle, i.e. u(x) = ξi if x ∈ Br(pi). The dissipation
functional Ψ depends on the obstacles and is defined as follows:

Ψ(u̇) =
∑

p∈O

κ

∫

Br(p)

|u̇(x)| dx. (4.3)

Note that in this formulation the friction functional Ψ vanishes on an infinite dimensional set,
hence the assumptions of theorem 3.4 are not satisfied. However, since Ψ is a weighted L1-
norm, corollary 3.6 implies formally that the projection of the infinite dimensional Markov
chain onto the values of the elastic field on the obstacles converges to the solution of a
reduced differential equation.

This differential equation is determined by constructing the appropriate Schur comple-
ment of the elastic energy, i.e. by minimizing out the the degrees of freedom that do not
experience friction. For each ξ ∈ RO, define the reduced elastic energy by

Ered(s, ξ) := inf{E(s, u) | u ∈ H1/2(T2) and u(x) = ξi if x ∈ Br(pi)}

and the reduced dissipative potential by

Ψred(ξ̇) := κ |Br|
∑

p∈O

∣

∣ξ̇p

∣

∣.

Note that Ered is a quadratic form, i.e., there exists a matrix G ∈ RO×O, a vector τ ∈ RO

and a scalar h ∈ R such that Ered(s, ξ) = 1
2
ξ ·Gξ− (s · b)τ · ξ + h

2
(s · b)2. The coefficients of G

and τ and the value of h are random and depend on the realization of the obstacle positions.
The resulting free energy is

F (DEred(τ, ξ)) = −
∑

p∈O

log
(

κ2|Br|2 − ((Gξ − (s · b)τ) · ep)
2
)

,

where ep ∈ RO denotes the unit dislocation over the obstacle site p ∈ O. Since the number of
obstacles is typically large the differential equation (3.19) is difficult to analyze. The situation
simplifies when one considers the asymptotic behavior of the solutions in the limit where the
number of obstacles |O| tends to infinity and r tends to zero such that κ|O| |Br| = σ.

Observe first that, for each realization of the obstacle positions, the translation invariance
(4.2) implies that, for the constant vector 1 =

∑

p∈O ep ∈ RO,

G 1 = 0 and τ · 1 = τ̄ = E( 1
|b|2

b, 0) − E( 1
|b|2

b, 1). (4.4)

It can be shown that τ̄ converges to a deterministic value when the number of obstacles
tends to infinity. In view of (4.4), splitting ξ into its mean value and the fluctuation around
the mean value,

ξ̄ := 1
|O|

ξ · 1, ξ̂ := ξ − ξ̄ 1,
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yields the expressions

Ered(s, ξ) = 1
2
ξ̂ · Gξ̂ − (s · b)τ̄ ξ̄ − (s · b)τ̂ · ξ̂ + h

2
(b · s)2,

Ψred(z) = Ψred(ẑ + z̄ 1),

where τ̂ := τ − τ̄
|O|

1, z̄ := 1
|O|

z · 1, and ẑ := z − z̄ 1. Since ẑ · 1 = 0, the dissipation function
Ψred satisfies the inequality

Ψred(z̄ 1) ≤ Ψred(z̄ 1 + ẑ) ≤ Ψred(z̄ 1) + Ψred(ẑ).

Corollary 3.6 implies that ξ solves the differential equation

dξ

dt
= −DF 0

red(DEred(τ, ξ)).

As the number of obstacles |O| is very large, it can be shown that Ψred(ẑ) becomes small,
i.e. the fluctuations of ξ around the mean value ξ̄ experience very little friction. A rigorous
proof of this convergence is possible but beyond the scope of this paper. If Ψred(z̄ 1 + ẑ) is
replaced by

ΨMF(z̄) := κ |Br| |O| |z̄| = σ|z̄|,
and Ered is replaced by the mean-field energy

EMF(τ̄ , ξ̄) := −(s · b)τ̄ ξ̄,

we obtain the corresponding free energy that controls the evolution of the mean field ξ̄:

F 0
MF(DEMF(τ̄ , ξ̄)) = − log

(

σ2 − (s · b)2|τ̄ |2
)

.

Note that F 0
MF is always a lower bound for F 0

red, even if the number of obstacles is finite.

4.2 Derivation of the Andrade creep law

These reduction steps yield a scalar differential equation

dξ̄

dt
= θDF 0

MF(DEMF(τ̄ , ξ̄)) =
2θτ̄

σ2 − τ̄ 2

with appropriate initial conditions; in order to simplify the notation it is assumed that
s · b = 1. Assume a constant applied load τ̄ and that the resistance is σ, with 0 ≤ |τ̄ | < σ —
once again, this is the stability criterion that the applied load should remain in the interior
of the elastic region. At least formally, σ may vary provided that the inequality σ > |τ̄ | ≥ 0
still holds, and under the additional assumption of linear strain hardening, i.e. σ = σ0ξ̄, the
previous equation becomes

dξ̄

dt
=

2θτ̄

σ2
0 ξ̄(t)

2 − τ̄ 2
. (4.5)
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Clearly, the behaviour of ξ̄(t) for small t will depend upon the magnitude of τ̄ as compared to
σ0. However, under the assumption that the effective applied stress τ̂ is small in comparison
to the frictional resistance σ = σ0ξ̄,

dξ̄

dt
=

2θτ̄

σ2
0 ξ̄(t)

2
.

This yields

ξ̄(t) ≈
(

C1 +
6θτ̄ t

σ2
0

)1/3

∼ t1/3 as t → +∞,

where C1 is a constant of integration, by the general solution

dy

dt
=

kθ

(σ0θαy(t)β)2
=⇒ y(t) =

(

(1 + 2β)

(

C1 +
kθ1−2αt

σ2
0

))
1

1+2β

. (4.6)

Thus, as illustrated by the plots of numerical solutions to (4.5) in figure 4.1, Andrade’s
t1/3 creep law follows as a straightforward consequence of the limiting dynamics proved in
section 3. Furthermore, the theory also also predicts more rapid creep for larger values of
the temperature-like parameter θ, as intuition would suggest.

1 2 3 4 5 6

0.5

1

1.5

2

2.5

log t

log ξ̄(t)

Figure 4.1: A log-log plot of ξ̄(t) (dashed curves) against t for (4.5), illustrating Andrade’s
t1/3 Andrade creep law behaviour by comparison with t 7→ t1/3 (solid curve). Parameters:
initial condition ξ̄(0) = 1; θ = 1; σ0 = 1; τ̄ = 0.1 (short dashes), 0.5 (medium-length dashes),
0.9 (long dashes).

4.3 Numerical simulations

This subsection describes numerical simulations of the phase-field dislocation theory pro-
posed by Koslowski, Cuitiño and Ortiz in [19]. Proceeding to the numerical solution of the
phase-field dislocation model, the slip plane is discretized in a square of 50 by 50 grid points
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with periodic boundary conditions and a random array of obstacles. The potential energy is
computed in Fourier space following (4.1). The irreversible dislocation obstacle interactions
are built into the framework developed in section 2 by the introduction of the incremental
work function (2.2).

The simulations are performed with a Metropolis Monte Carlo algorithm using the tran-
sition probability (2.2) from state un to un+1 as derived in section 2.1 and the frictional
potential (4.3).

Given an initial state u0(x), the phase field is set to be constant within each obstacle, i.e.
u0(x) = ξ0

i if x ∈ Br(pi). The system is allowed to relax for a given applied stress τ̄ . After
the system reaches a relaxed state the values of the phase field at the obstacles points are
updated with the new values. These values are used to compute the friction at the obstacles
for the next time step. In the present model hardening is represented by an increase in the
frictional resistance, σ following

σ = σ0ū(t)β (4.7)

where σ0 is a hardening coefficient and ū is the average slip. Figure 4.2 shows the numerical
simulations of the phase field dislocation model for different values of hardening coefficient
at an applied stress τ̄ = 0.5 and θ = 1. The red line corresponds to β = 0 and shows a power
law dependence on t of the form given in equation 4.6 with 1

1+2β
= 0.94 ± 0.02.

Figure 4.2 also shows the simulations for linear hardening, i.e. β = 1. The simulated
average slip follows a power law relation with respect to time with exponents 1

1+2β
= 0.27±

0.01 and 1
1+2β

= 0.28 ± 0.01 for hardening coefficients σ0 = 1 and σ0 = 2 respectively, in
agreement with Andrade creep.

5 Summary and conclusion

We have developed a theory of statistical mechanics for dissipative systems governed by
equations of evolution that assigns probabilities to individual trajectories of the system.
Important consequences of this theory can be analyzed rigorously which leads to precise
predictions regarding the behavior of dissipative systems at finite temperature. Such predic-
tions include the effect of temperature on yield phenomena and rheological time exponents.
The particular case of an ensemble of dislocations moving in a slip plane through a random
array of obstacles has been studied numerically in detail. The numerical results bear out the
analytical predictions regarding the mean response of the system, which exhibits Andrade
creep.

We conclude by pointing out some possible extensions and additional applications of the
theory.

The theory developed in this paper may be viewed as fitting within current efforts to
develop a calculus of variations for evolutionary systems and, eventually, for systems ex-
hibiting evolving microstructure (cf, e. g., [11, 20]). The aim of these efforts is to formulate
variational principles that characterize the evolution of dissipative systems. These principles
may in turn be regarded as selection criteria that pick, among all possible trajectories of the
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time
100 101 102 103 10410-2

10-1

100

u/u0
-

β = 1, σ0=1
β = 0, σ0=1

β = 1, σ0=2

Figure 4.2: A log-log plot of ū(t)/u0 against t. Numerical simulations of the phase-field
dislocation model with no hardening (squares), and linear hardening with σ0 = 1 (triangles)
and σ0 = 2 (circles).

system, those that are expected to be realized physically. In the present work, the selection
criterion is based on probability, i. e., we may seek to determine the trajectories that are
most likely to occur for given conditions. The device of placing the system in contact with
a thermal bath allows the system to explore all possible trajectories and us to determine
which trajectories are traversed most frequently.

This finite-temperature “phase-space exploration” is expected to be most revealing when
the energy landscape of the system is rough and the system tends to develop microstruc-
ture. Of particular interest are continuum systems whose states are described by fields in
infinite-dimensional functional spaces and governed by energy functionals lacking lower semi-
continuity. In such cases, the preferred or most likely trajectories may be viewed as defining
the effective or macroscopic energetics and kinetics of the system. Such generality, however,
is beyond the scope of the present work, which is restricted to the finite-dimensional setting,
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and should be the focus of future studies, cf. [29].
Finally, we remark that the heuristic derivation of the theory presented in section 2

carries over to dynamics, e. g., by recourse to the incremental minimum principles put forth
in [27]. However, a complication introduced by dynamics is that the resulting processes are
not Markovian, owing to the fact that the transition probabilities depend on two preceding
states. This non-Markovian character of the processes compounds the analysis and will
require significant extensions thereof.

6 Appendices

6.1 Convergence of random variables

This appendix gives a brief review of the theory of random variables and the various as-
sociated notions of convergence. For a thorough treatment, see, for example, [4, 5, 26].
Throughout this section, (Ω,F , P) will denote a (fixed) probability space, and (M, d) will
denote a separable metric space (separability ensures that the metric is a Borel-measurable
function).

An M-valued random variable is a function X : Ω → M that is measurable with respect
to the σ-algebra F on Ω and the Borel σ-algebra B(M) on M . The distribution or law of X
is the push-forward probability measure X∗(P) on M defined by

X∗(P)(A) = P
[

X ∈ A
]

:= P
(

X−1(A)
)

for all A ∈ B(M).

A sequence of Borel probability measures (µk)k∈N on M is said to converge weakly as k → ∞
to a probability measure µ on M , denoted µk ⇀ µ, if

lim
k→∞

∫

M

φ dµk =

∫

M

φ dµ for all bounded, continuous φ : M → R. (6.1)

A sequence of random variables (Xk)k∈N is said to converge weakly/in distribution/in law as
k → ∞ to a random variable X, denoted Xk ⇀ X, if the distributions (Xk)∗(P) converge

weakly to X∗(P). (Xk)k∈N is said to converge in probability to X, denoted Xk
P−→ X, if, for

every λ > 0,
lim
k→∞

P
[

d(Xk, X) ≥ λ
]

= 0. (6.2)

Heuristically, convergence in probability implies that, for large k, X and Xk are strongly
correlated. This is a stronger condition than convergence in law, since correlations are
“invisible” when one considers only the laws of the random variables. As a simple example,
take Ω = M = {−1, +1}, P = uniform measure, the variables Xk to be independent copies
of the identity map, and X : ± 1 7→ ∓1. Then X and all the Xk are equal in law (so
certainly Xk ⇀ X) but X and any Xk are anti -correlated with |X −Xk| ≡ 2, so there is no
convergence in probability.
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Given p > 0, (Xk)k∈N is said to converge in pth mean to X if

lim
k→∞

E
[

d(Xk, X)p
]

= 0. (6.3)

When M is a normed space, convergence in pth mean is simply strong convergence in the
normed space Lp(Ω,F , P; M) of random variables with finite pth moment. Finally, (Xk)k∈N

is said to converge almost surely to X if

P
[

lim
k→∞

Xk = X
]

= 1. (6.4)

Almost sure convergence implies convergence in probability, which, in turn, implies con-
vergence in law. The converse implications are more delicate: if Xk ⇀ X and P[X = x] = 1

for some x ∈ M , then Xk
P−→ X; and Xk

P−→ X if, and only if, every subsequence of (Xk) has a
further subsequence that converges to X almost surely. Further, by Chebyshëv’s inequality,
convergence in pth mean for any p > 0 implies convergence in probability.

The following maximal inequality, known as Doob’s submartingale inequality, bounds
the probability that a sequence of random variables exceeds some value λ in terms of the
expected value of the last term of the sequence. It includes as special cases the well-known
inequalities of Chebyshëv and Kolmogorov.

Theorem 6.1 (Doob’s submartingale inequality). Let (Xk)k∈N be a sequence of non-negative
R-valued random variables with E

[

Xk+1

∣

∣X1, . . . , Xk

]

≥ Xk for each k ∈ N. Then, for any
n ∈ N, p ≥ 1 and λ > 0,

P

[

max
1≤k≤n

Xk ≥ λ

]

≤ 1

λp
E
[

Xp
n

]

. (6.5)

In particular, taking Xk = |Y1 + . . .+Yk|2 for a sequence of mean-zero, independent R-valued
random variables (Yk)k∈N, (6.5) implies Kolmogorov’s inequality:

P

[

max
1≤k≤n

∣

∣Y1 + . . . + Yk

∣

∣ ≥ λ

]

≤ 1

λ2
Var
[

Y1 + . . . + Yn

]

≡ 1

λ2

n
∑

k=1

Var
[

Yk

]

; (6.6)

and also implies Chebyshëv’s inequality for a single random variable Y :

P
[

|Y | ≥ λ
]

≤ 1

λp
E
[

|Y |p
]

. (6.7)

6.2 Proofs and auxiliary results

Lemma 6.2 (Formulae for the expected value and higher moments). For the approximate
incremental cost function (2.3) with E of the form (3.11) and Ψ positively homogeneous of
degree one, and any xn ∈ RN , h, ε > 0,

E
[

Xi+1

∣

∣Xi

]

= Xi + ε
Iε
1(Xi)

Iε
0(Xi)

,
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and, for k ∈ N,

E
[

∣

∣Xi+1 − E
[

Xi+1

∣

∣Xi

]∣

∣

k
∣

∣

∣
Xi

]

≤ Ck(Xi)ε
k,

where

Iε
k(xi) :=

∫

RN

zk exp
(

−
(

(Axi − ℓ(ti+1)) · z + Ψ(z) +
ε

2
z · Az

))

dz. (6.8)

Further, Ck(x) can be chosen to be continuous in x, and even independent of x if A = 0.

Proof. The claims follow directly after re-writing the cost function C as

C(xi, xi+1)

= (Axi − ℓ(ti+1)) · (xi+1 − xi) + Ψ(xi+1 − xi) +
1

2
(xi+1 − xi) · A(xi+1 − xi),

and defining z, the dummy variable of integration, by z := (xi+1 − xi)/ε. That Ck(x) does
not depend on x for A = 0 is obvious; as usual, the continuous dependence on x follows from
Lebesgue’s dominated convergence theorem.

Proof of theorem 3.2. Fix T > 0 and, for brevity, let C0 = C0
(

[0, T ]; RN
)

with its usual
uniform norm. Define a deterministic sequence yh,ε, approximating yθ, by the implicit Euler
scheme:

yh,ε
0 := x0; (6.9a)

yh,ε
i := yh,ε

i−1 + εf 0(ti); (6.9b)

i. e. ∆yh,ε
i = εf 0(ti). Let Zh,ε

i := Xh,ε
i − yh,ε

i . By classical results concerning the global error
associated to an implict Euler scheme, ‖ȳh,θh−yθ‖C0 ∈ O(h); thus, it is enough to show that,
for all λ > 0,

P
[∥

∥Z̄h,θh
∥

∥

C0 ≥ λ
]

∈ O(h) as h ↓ 0. (6.10)

Clearly, (6.10) is implied by the condition that, for all λ > 0,

P

[

max
1≤i≤⌈T/h⌉

∣

∣Zh,θh
i

∣

∣

2
≥ λ

]

∈ O(h) as h ↓ 0. (6.11)

By lemma 6.2, for k ≥ 1,

E
[

∆Xh,ε
i

∣

∣Xh,ε
i−1

]

= εf 0(ti); (6.12a)

E
[

∣

∣∆Xh,ε
i − E

[

∆Xh,ε
i

∣

∣Xh,ε
i−1

]∣

∣

k

2

∣

∣

∣
Xh,ε

i−1

]

≤ Ckε
k. (6.12b)

(Note that Ck is independent of i, h and ε.) In fact, in this case, the conditional expectation
and variance do not depend on the prior state Xh,ε

i−1, and so are equal to the unconditional
expectation and variance respectively. Thus,

E
[

∆Zh,θh
i

]

= 0; (6.13a)

E
[

|∆Zh,θh
i |k2

]

≤ Ckθ
khk. (6.13b)
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By Kolmogorov’s inequality (6.6), for some constant C ′ depending on N ,

P

[

max
1≤i≤⌈T/h⌉

∣

∣Zh,θh
i

∣

∣

2
≥ λ

]

≤ C ′

λ2

⌈T/h⌉
∑

i=1

E
[

|∆Zh,θh
i |22

]

≤ hC ′θ2

λ2

⌈T/h⌉
∑

i=1

hC2.

The sum on the far right-hand side converges as h ↓ 0 to TC2 < +∞. Thus, the right-hand
side is O(h), completing the proof.

Lemma 6.3 (Uniform convergence and stability). Let E as in (3.11), F ε be as in (3.12),
and let f ε be as in (3.13). Then, for all, T ∈ (0, +∞), all loads ℓ : [0, T ] → (RN)∗ in W 1,∞

and all continuously varying compact K(t) ⊂⊂ S(t),

sup
t∈[0,T ]

sup
x∈K(t)

∣

∣f ε(t, x) − f 0(t, x)
∣

∣

2
∈ O(

√
ε) as ε ↓ 0. (6.14)

Furthermore, over any compact interval of time [0, T ], given x0 ∈ S̊(0), the forward orbits
yε and y0 of x0 under f ε and f 0 respectively satisfy

sup
t∈[0,T ]

∣

∣yε(t) − y0(t)
∣

∣

2
∈ O(

√
ε) as ε ↓ 0. (6.15)

Proof. Since the effect of ℓ is only to “shift” the potential F ε in space, the uniformity in
time is obvious; it suffices to show uniform convergence in space for time t = 0. Neglecting
load/time dependence, write f ε(x) = Iε

1(x)/Iε
0(x) as in (6.8). Then, for x ∈ S,

∣

∣

∣

∣

Iε
1(x)

Iε
0(x)

− I0
1 (x)

I0
0 (x)

∣

∣

∣

∣

2

≤ 1

I0
0 (x)

∣

∣Iε
1(x) − I0

1 (x)
∣

∣

2
+

1

I0
0 (x)Iε

0(x)

∣

∣I0
1 (x)

∣

∣

2

∣

∣Iε
0(x) − I0

0 (x)
∣

∣.

Hence, letting K ⊂⊂ S, since all the denominators are bounded away from 0,

∥

∥f ε − f 0
∥

∥

C0(K)
≤ c1

∥

∥Iε
1 − I0

1‖C0(K) + c2

∥

∥Iε
0 − I0

0‖C0(K).

Let κ be greater than or equal to the largest eigenvalue of A, and, for x ∈ S, let

m(x) := inf
|ω|=1

Ψ(ω) + (Ax − ℓ) · ω > 0.

The strategy now is to use the bound e−εz·Az ≥ e−εκ|z|2/2 and to split the integral

I0
k(x) − Iε

k(x) =

∫

RN

(

1 − exp
(

− ε
2
z · Az

))

exp (− ((Ax − ℓ) · z + Ψ(z))) dz

into two terms: an integral over a ball of radius r∗ about 0, where 1 − e−εz·Az ≤ a ∈ (0, 1),
and the rest, where 1 − e−εz·Az ≤ 1. Using spherical polar coordinates yields

∣

∣Iε
k(x) − I0

k(x)
∣

∣ ≤ cNa

∫ r∗

0

rk+N−1e−m(x)r dr + cN

∫ +∞

r∗

rk+N−1e−m(x)r dr.
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Specifically, take r∗ = − 2
εκ

log(1 − a) and a =
√

ε. Then, by l’Hôpital’s rule, r∗ → +∞ as
ε → 0. Hence, e−m(x)r∗ → 0 exponentially fast as ε → 0. Further calculation yields

∣

∣Iε
k(x) − I0

k(x)
∣

∣ ≤ c1
1

rk+N
∗

e−m(x)r∗ + c2

√
ε.

Since m(x) is uniformly bounded away from 0 for x ∈ K, (6.14) follows.
Now let x0 in the interior of S(0) be arbitrary and let yε be the flow in f ε starting at

x0; let zε(t) := yε(t) − y0(t). Since l̇ is essentially bounded and the potential F 0(DE(t, ·))
blows up on ∂S(t), y0 is bounded away ∂S(·); indeed, if ℓ is constant, then F 0(DE(t, y0(t))
decreases with time. Since F ε → F 0, the same conclusion holds for yε with ε small enough.
Hence, choose δ > 0 small enough that

K(·) := {x ∈ S(t) | dist(x, ∂S(·)) > δ}

contains the forward orbits of y0 and yε (for small enough ε), i.e. yε(t) ∈ K(t) for all t ∈ [0, T ].
Then

|zε(t)|2 ≤
∫ t

0

(∣

∣f ε(s, yε(s)) − f ε(s, y0(s))
∣

∣

2
+
∣

∣f ε(s, y0(s)) − f 0(s, y0(s))
∣

∣

2

)

ds

≤
∫ t

0

Lip
(

f ε|K(s)

)

|zε(s)|2 ds + T
∥

∥f ε(0, ·) − f 0(0, ·)
∥

∥

C0(K(0))

≤ L

∫ t

0

|zε(s)|2 ds + T
∥

∥f ε(0, ·) − f 0(0, ·)
∥

∥

C0(K(0))
,

where L = Lip
(

f ε|K(s)

)

< +∞ for any (all) s ≥ 0. By Grönwall’s inequality and (6.14),
(6.15) follows.

Proof of theorem 3.4. Without loss of generality, simplify notation by taking θ = 1, ε = h
and dropping the upper indices from Xh,ε & c. By the O

(√
h
)

estimate of lemma 6.3 and
the standard O(h) global error estimate for the Euler method with time step h in the vector
field fh, it more than enough to show that

P
[∣

∣Xh
i − yh

i

∣

∣

2
≥ λ for some 0 ≤ i ≤ T/h

]

∈ O(h) as h ↓ 0; (6.16)

an O
(√

h
)

bound would suffice to prove the theorem. Let

K(t) := {x ∈ S(t) | dist(x, ∂S(t)) > δ}

with δ > 0 smaller than the modulus of continuity for ℓ with step h and also small enough
that yt ∈ K(t) for all t ∈ [0, T ]. Write

Xi+1 = Xi + hfh(ti+1, Xi) + Ξi+1(Xi),

yi+1 = yi + hfh(ti+1, yi).
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By lemma 6.2, for each x, Ξi+1(x) is a random variable with mean 0 and kth central moment
at most Ck(x)hk. The deviations Z satisfy

Zi+1 = Zi + h
(

fh(ti+1, Xi) − fh(ti+1, yi)
)

+ Ξi+1(Xi). (6.17)

Recall that the vector field fh(ti+1, ·)

(M) is a monotonically decreasing vector field on S(ti+1);

(B) is bounded on compactly-embedded subsets of S(ti+1).

Let Ki be (the σ-algebra generated by) the event that Xj ∈ K(tj+1) for 0 ≤ j ≤ i. Applying
the conditional expectation operator E[−|Ki] (which is never conditioning on an event of
zero probability) to the square of (6.17) yields:

E
[

|Zi+1|22
∣

∣Ki

]

− E
[

|Zi|22
∣

∣Ki

]

= 2hE
[

(fh(ti+1, Xi) − fh(ti+1, yi)) · Zi

∣

∣Ki

]

≤ 0 by (M)

+ 2E
[

Zi · Ξi+1(Xi)
∣

∣Ki

]

= 0 since E[Ξi+1(x)] ≡ 0

+ 2hE
[

(fh(ti+1, Xi) − fh(ti+1, yi)) · Ξi+1(Xi)
∣

∣Ki

]

= 0 for the same reason

+ h2E
[

|fh(ti+1, Xi) − fh(ti+1, yi)|22
∣

∣Ki

]

≤ Ch2 by (B)

+ E
[

|Ξi+1(Xi)|22
∣

∣Ki

]

≤ Ch2 by lemma 6.2

≤ Ch2.

Applying the unconditional expectation operator to both sides yields the following uniform
bound for the second moment of the deviations:

max
0≤i≤T/h

E
[

|Zi|22
]

≤ CTh. (6.18)

The inequality (6.18) is insufficient to establish (6.16), but can be used to “bootstrap” a
similar inequality for the fourth moments. Define a tetralinear form 〈·, ·, ·, ·〉 : RN → R by

〈w, x, y, z〉 := (w · x)(y · z), (6.19)

so that |x|42 = 〈x, x, x, x〉. This tetralinear form is invariant under arbitrary compositions
of the following interchanges of entries: (1, 2), (3, 4) and (1, 3)(2, 4). The Cauchy–Schwarz
inequality for the Euclidean inner product implies a corresponding Cauchy–Schwarz-type
inequality for this tetralinear form: for all w, x, y, z ∈ RN ,

|〈w, x, y, z〉| ≤ |w|2|x|2|y|2|z|2. (6.20)

Hence, E
[

|Zi+1|42
]

≡ E
[

E
[

|Zi+1|42
∣

∣Ki

]]

can be expanded using the tetralinear form (6.19)
and (6.17) and each term estimated as in the derivation of (6.18). Those terms containing
precisely one Ξi+1(Xi) have zero expectation; the terms of the form

E
[〈

Zi, Zi, Zi, h(fh(ti+1, Xi) − fh(ti+1, yi))
〉∣

∣Ki

]
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are non-positive by (M); the remaining terms can all be estimated using (B), (6.18), (6.20)
and lemma 6.2, with the worst bound being O(h3). Thus, the following uniform bound for
the fourth moment of the deviations holds:

max
0≤i≤T/h

E
[

|Zi|42
]

≤ CTh2. (6.21)

Hence, for λ > 0,

P
[

|Zi|2 ≥ λ for some 0 ≤ i ≤ T/h
]

≤
T/h
∑

i=0

P
[

|Zi|2 ≥ λ
]

≤
T/h
∑

i=0

λ−4E
[

|Zi|42
]

by Chebyshëv’s inequality

≤ λ−4CT 2h by (6.21),

which establishes (6.16) and completes the proof.
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